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(1) (54+10=15 points) Short answer questions: no partial credit, and no work or explanations required:

True or False? (circle your answers)

(a) Suppose A is a 5 x 3 matrix which has 3 pivots. Let T' be the linear transformation

defined by T(Z) = AZ. T is not onto. F

(b) Every linearly independent set in R™ is an orthogonal set. T

(c) If the dimension of the vector space V is p for some p > 1, then every set of vectors

that spans V has more than p vectors. T
(d) There exists a one-to-one linear transformation from P3 to R3. T
(e) Suppose A is an m X n matrix. Then NulA is orthogonal to Col4A. T

Short Answer

(a) Suppose U is a square matrix with orthonormal columns. Explain why U is invertible
using theorems from the class.

Solution:

Since UTU = I then and U is square, the invertible matrix theorem give us
UUT =TI so UT must be the inverse of U.

(b) Suppose a 8 x 6 matrix A has 4 pivot columns. What is the dimension of NulA?

Solution:

The dimension of the null space of A is equal to the number of free non-pivot
columns of A, so in this case must be 2.

(c) Suppose W is a subspace of R™. If I take the union of orthogonal bases for W and W+,
why does this set span R™?

Solution:

First, all the vectors in the union of the bases are orthogonal, the ones in the
basis for W are orthogonal to each other as are the ones in the basis for W+
because the basis are orthogonal and each in W is orthogonal to all vectors
in W+ as the vector spaces are orthogonal. And because all the vectors are
orthogonal they are also linearly independent.
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Second, each vector # in R™ can be written as & = projy, & + 2 where Z'is in W=+
by the orthogonal decomposition theorem. Therefore the union of the basis for
W and W+ forms a basis for R™.

(d) Gram-Schmidt is an algorithm for doing what?

Solution:

Gram-Schmidt is a process that takes a given basis for a vector space and finds
and orthogonal basis for the same space.

(e) Suppose A, B are both n x n matrices for some n. Show that if A is similar to B, then
A? is similar to B2.

Solution:

Since A is similar to B, there must be an invertible matrix P such that A =
PBP~!. This means that

A3 = (PBP 1) = pPBP'PBP-'PBP~! = PB3P!

so A3 is similar to B®.
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Questions 2-8 have partial credit, and work/explanations/justifications ARE required:

(2) (24+4+4=10 pts) Consider the matrix A below.

3 1
1 -1
A= -1 1
1 -1

(a) Show that the columns of A are orthogonal.

Solution:
3 1
1 —1
1 1 =31 +1(-1)+-1(1)+1(-1)=0
1 -1
Y
(b) Show that the vector § = é is not in ColA.
_1_
Solution:
[Aly] =
[ 3 1 3]
1 -1 1
1 —1 1]
[ 3 1 3]
1 -1 1
11 5 1Ry + R3 = R3
| 0 0 0|
(3 1 3]
1 -1 1
0 0 6 Ry — 3Ry =R,
0 0 0 |
[0 4 0]
1 -1 1
0 0 6
| 0 0 0 |
Notice that row 3 indicates that there is no solution to AZ = % meaning y is not
in the Col(A).

(¢) Find the vector § in ColA that is closest to ¥.
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Solution:

3 1
I | r [3 1 -1 1
A= -1 1 A= [ 1 -1 1 -1 }
1 -1
T |12 0 6 1 0 1/2
[A”AlAg] = {O 4 6 0 1 3/2
3
N . 1/2 —1] . . =
This gives us that Az = A 3/2 =1 the closest vector in Col(A) to ¥.

-1
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(3) (2+4+2=10 pts) Consider the matrix A below.

OO O
OO NN
O = W
—

N =~ W W

(a) What are the 4 eigenvalues of A? (Note this does not depend on what the value of h

is!)

N

Solution:
Since this is an upper triangular matrix the eigenvalues are on the diagonal. So
the eigenvalues are 4 and 2.
(b) What value of h will make the eigenspace for A = 4 two dimensional?
Solution:
The eigenspace for A = 4 is Nul(A — 47). Since
A—- )=
[0 2 3 3 ]
0 -2 h 3 Rs
0 0 0 14| 14
|0 0 0 -2 |
[0 2 3 3 ]
0 -2 h 3 Ry _
0 0 0 1 o=
|0 0 0 -2 |
[0 2 3 3]
0 -2 h 3
0 0 01| Pa-f=M
|0 0 0 1|
[0 2 3 3]
0 -2 h 3
0 0 o0 1 1R + R2 = Ry
|0 0 0 0|
[0 2 3 3
0 0 h+3 6
0 0 0 1
1 0 0 0 0
for the eigenspace for A = 4 to have dimension 4 A must equal 3.

(c) Suppose you put this value of h in A. What would you do next to decide whether
A was diagonalizable or not? In particular, what would need to be true for A to be

diagonalizable?
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Solution:

We next check the dimension of the eigenspace for A = 2, for A to be generaliz-
able we need it to have dimension 2.
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(4) (243+3+4=12 pts) Let May2 be the vector space of 2 x 2 real matrices with real entries.
Consider the transformation f : Myyo — R? given by

a b N 3a+b
c d c+d

(a) Show that f is linear.

Solution:

Notice that
f([ ] [ D ({a-&-e b+f]> [3(a+e)+b+f}
c+g d+h c+g+d+h
_|3a+b e+ f a b
feda)+[5i] =o ( o)+ (6 )
ea (3a +b)
(e d)-o ([ )= [al-
3a+b a b
feda] = (¢ )
(b) Find a matrix for the linear transformation f in terms of the basis:

Con)(oo)(ra)(ov)

for Msyo and the standard basis {[(ﬂ {(1)]} for R2.

>

This shows f is linear.

Solution:

A=l o) (o o) B o)« (b D= o 3 3]

Note that, if A is a 2 x 2 matrix, then the coordinates of f(A) in the standard
basis of R? is the vector f(A). Normally, you would take the coordinates of f
of the B basis in the C basis to find ¢[f]s.

(¢) What does it mean for a transformation T to be one-to-one?

Solution:

T is one-to-one iff for all £ and ¢ in the domain of T,, T(Z) = T(¥) implies
=7y

(d) Either prove f as above is one-to-one, or find specific matrices that show it is not.

Solution:

Notice that det

8 —~
1

E ﬂ > # 0. SoA is an invertible matrix, meaning the matrix
T

transformation is one-to-one ans so 7" must be also.
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(5) (2+4+2=8 pts) Let W be the subspace with basis v7 = and 03 =

O O W
NN =

(a) Verify that v and v3 are NOT orthogonal.

Solution:

3 1
v]-v3 = [6] 2] =3+12+0=15.
0 2

(b) Find an orthogonal basis for W by replacing v3 with vector a u3 that is orthogonal to
v1 with Span{vi,us} = W.

Solution:
1 3 1 1 0
_’2 = ’172 — projﬁlz_)’g = (2] — % 6 21 — 12| = O
2 0 2 0 2

(¢) Suppose we let ¥ we a vector that is not in W. Explain what I would do to find a vector
u3 such that {ui,u3,u3} is an orthogonal basis for R®. Draw a schematic diagram if
that helps!

Solution:

Let @; = ¥7 and @y be the vector calculated in part (b) and W = Span {u, @a}
define 43 = ¥ — projy v
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(6) (6 pts) Suppose B is the reduced echelon form for the matrix A.

1 2 -4 3 3 1 2 0 -5 0
5 10 -9 -7 8 0 01 -2 0
A= 4 8 -9 -2 7 B= 000 01
-2 -4 5 0 -6 000 00O
(a) Find a basis for Nul A.
Solution:
-2 5
1 0
B = 0f,]|2
0 1
0 0
(b) Find a basis for Col A.
Solution:
1 —4 3
5 —9 8
&= 4 [7]-9|| 7
—2 5 —6
: K
(c) Let b= i . Suppose 3| is a solution to the equation AZ = b. Describe the
0
—-17 5
solution set to A% = b in parametric form.
Solution:
-1 -2 5
0 1 0
All solutions have the form | 3 [ +s | 0 | +¢ [2| where s and ¢ are scalars.
0 0 1
5 0 0
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(7) (9 pts) For each of the following give an example of a matrix with the stated property.
EXPLAIN why your examples work.

(a) Find a 2 x 2 matrix that is invertible but not diagonalizable.

Solution:

i

(b) Find a 2 x 2 matrix that is diagonalizable but not invertible.

Solution:

10
0 0
(¢) Find a 2 x 3 matrix A NOT in reduced echelon form such that the mapping & — AZ is
not_onto.

Solution:

1 0 1
1 0 1
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(8) (6+2=8 pts) Consider the matrix A given here:

a=(y %)

(a) Diagonalize the matrix A. That is, find matrices P, D with A = PDP~!.

Solution:

det(A—AI) = (1-A)(—6—X)+12 = (A+3)(A+2) so —3 and —2 are eigenvalues.

The eigenspace for A = —3 is Nul(A+37) = Span and the eigenspace for

3
2
A=—2is Nul(4+2I) = Span{ E] }

3 2 -3 0
SoP—[2 1]andD—{0 _2]

(b) Use your answer from the previous part to *explain how you would* compute 437

Solution:

__9\37
A37 — (PDP—1)37 — PD37P—1 =P |:( ?6) (_(2))37:| P—l
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(9) (24-246=10 pts) Suppose W is a subspace of R"”. Consider the set W=.

(a) What does it mean for the a vector Z from R” to be in W+?

13

Solution:

It means that & is orthogonal to all vectors in W.

(b) What do you need to prove to show W+ is a subspace of R".

Solution:

We must show it contains the zero vector, is closed under vector addition and
closed under scalar multiplication.

(c) Show that W+ is a subspace of R™.

Solution:

(i) Let @€ W, since 0- @ =0 then 0 € W+.

(ii) Let v, € Wt and @ € W, then @ - (§+ %) =@ -0+ @ -4 =0+0=0
therefore (v + @) € W+.

(iii) Let ¥ € W, ¢ a scalar and @ € W, then @ - (¢¥) = (@ - ¥) = 0. So,
cv e Wt.
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(10) (246=8 pts) Let W and U be subspaces of a vectors space V. Suppose the intersection,
W NU, of W and U contains only the zero vector 0. Let {w1,...,wp} and {@1,...,qx} be
bases of W and U, respectively.

a at does 1t mean for the set {wy,..., Wy, us,..., Uk to be linearly independent - 1.e.
What d it for the set P to be li ly ind dent - i
give the definition of linear independence of this set.

Solution:

For {w:,...,wWp, U1,...,T} to be linearly independent, the only way for
81151,+"'+Cp121p+d1’a1 4+ -+ dipur =0

is if all the ¢;’s and d;’s are zero.

(b) Show that {ws,...,®p, U1, .., U} is linearly independent.

Solution:

Suppose to wards a contradiction that

01®1,+~-~+Cp@p+d1ﬂ1 + -+ dpur, =0
where some ¢;’s or d;’s are not zero. Then

Cllf)l,+"'+0p’£z)p+d1’al + -+ dpup =0

SO
ClW1, + -+ + CpWp = —di1ty + - -+ — dpug

Let & = ciwi, + - + cpwp = —d1Uy + - - - — dpty This means that £ must be in
W as it is a linear combination of the basis vectors for W, but also £ must be
in U as it is equal to a linear combination of basis vectors for U. Since W N U

contains only the zero vector we have that & = 0 but this is a contradiction since
there must be at least one ¢; or d; that is nonzero.
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